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Abstract— This paper presents data stroke disease that combine 

exploratory data analysis and machine learning algorithms. Using 

exploratory data analysis we can found the patterns, anomaly, give 

assumptions using statistical and graphical method. Otherwise, 

machine learning algorithm can classify the dataset using model, 

and we can compare many model. EDA have showed the result if the 

age of patient was attacked stroke disease between 25 into 62 years 

old. Machine learning algorithm have showed the highest are 

Logistic Regression and Stochastic Gradient Descent around 

94,61%. Overall, the model of machine learning can provide the best 

performed and accuracy.         
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I.  INTRODUCTION 

brain is interrupted or reduced, preventing brain tissue from 

getting oxygen and nutrients, which cause brain cells begin to 

die in minutes. A stroke is a medical emergency, and prompt 

treatment is crucial. Early action can reduce brain damage and 

other complications. Stroke was classified as a disease of the 

blood vessels by International Classification of Disease 11 

(ICD-11) was released in 2018 [1]. Stroke to be most popular 

disease in the world because stroke is in the second leading 

cause of death globally. Almost 13.7 million people affected 

and kills around 5.5 million by stroke disease. Stroke are 

classified as ischemic which have two types, there are 

thrombotic and embolic [2]. The thrombotic stroke has 

symptom the blood clot forms in one of the arteries if supplies 

blood to human brain. The embolic have symptom a blood clot 

forms away from the patient bloodstream to lodge in narrower 

brain arteries.  

This paper reviewed and analyzed the current studies on 

classification of stroke using exploratory data analysis and 

machine learning approach. Exploratory data analysis refers to 

the critical process on data to discover patterns, anomaly, give 

a hypothesis to check assumptions using statistical method and 

graphical representations. Currently, we will focus on stroke 

disease which have category like gender, age, hypertension, 

heart disease, ever married, work type, residence type, average 

of glucose, body mass index (BMI), and smoking status. The 

category of stroke disease based on healthcare dataset we gain 

from Kaggle. 

In several countries has increasing a large number of people 

lose their life due to stroke disease [3]. The stroke disease has 

high risk factor based on the type. The machine learning 

algorithm can improve patient healthy through to detection and 

classification. Furthermore, in this case has developed a 

classification model for stroke using Logistic Regression, 

Naïve Bayes, Random Forest, Extreme Gradient Boost, 

Gradient Boost, K-Nearest Neighbor (k-NN), Decision Tree, 

Support Vector Machine and Stochastic Gradient Descent. The 

classification model is based on a dataset of 5110 cases 

collected from healthcare dataset stroke in Kaggle. 

II. RELATED WORKS 

In this section we will describes the previous research about 

stroke disease which analyzed use exploratory data analysis and 

machine learning algorithms. In the recent years, exploratory 

data analysis and machine learning algorithms has different 

works in published, therefore we will discuss about that here. 

Shoily et al, used machine learning algorithms for detecting of 

stroke disease, and they used Naïve Bayes, J48, k-NN, and 

Random Forest to trained models [4]. They have collected the 

data from various sources with total 1058 individual patient’s 

data information with two type gender for male are 412 data and 

for female are 646 data. Based on the classification model, J48, 

k-NN, and Random Forest have the highest accuracy with 

98,8% and Naïve Bayes have accuracy 85,6% for classifying 
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the stroke disease. The novelty in this paper is contributing their 

networks for collecting and preparing dataset using WEKA.  

Adam, Yousif and Bashir, using Machine Learning 

Algorithms for classifying of Ischemic Stroke, and they using 

decision tree and K-Nearest Neighbor (k-NN) [2]. They 

collected the data based on a dataset of 400 cases from different 

Sundanese Hospital. Based on the experiment, the

performance of decision tree classification tree is better than k-

NN algorithm. The results help the medical officer for 

classifying of ischemic stroke.  

Cheon, Kim, and Lim, using deep learning to predicted 

stroke patient mortality for Korean population. They have 

collected and used around 15.099 data of patient of stroke. The 

dataset was extracted using Principal Component Analysis 

(PCA) to gaining relevant background features from medical 

records. They used deep learning approach and compared with 

five other machine learning methods. Based on the results, 

value of Area Under Curve (AUC) was 83.48%, hence the 

methods can be used by the doctors to predict and gain the 

hypothesis to detecting the stroke in human body. 

In the other research, Indrakumari and their colleague using 

exploratory data analysis to predict heart disease, and they have 

used big data to gain the information, pattern, and knowledge 

for decision making [6]. The Exploratory Data Analysis (EDA) 

can be used to detects some mistakes, find appropriate data, 

assumptions, and determines the correlations. They have used 

K-means algorithm to predicting and analyses heart disease 

with 209 data records. Based on the data, they consist 8 

category data like age, chest pain type, blood pressure, blood 

glucose level, EGG on rest, heart rate, and four types of chest 

pain. In the final results, this research show that the prediction 

was gave an accurate value.     

III. METHODOLOGY 

In this section, we will describe the methodology to pre-

processing and processing the dataset using exploratory data 

analysis and machine learning algorithm for classifiers stroke 

disease.   

A. Data Sources 

The data sources of stroke disease have collected from 

Kaggle. Our dataset contains many categories such are gender, 

age, hypertensions, heart disease, ever married, work type, 

residence type, average glucose level, body mass index (BMI), 

and smoking status. The data sources contain 5110 data of 

stroke disease patient. In the other hand the data of BMI only 

4909 data, so this anomaly condition from the data sources. 

TABLE I.  LIST OF CATEGORIES OF THE DATA SOURCES 

SI 
List of Categories 

Attributes Description 

1 Gender Gender of Patient (Male and Female) 

2 Age Age of Patient 

3 Hypertensions A situation for high blood pressure of patient 

4 Ever Married A condition of patient has marital status  

5 Work Type 
A work condition in the office of patient like 

private employed or self-employed 

6 Residence Type 
A place of patient which related with their 

live or work area 

SI 
List of Categories 

Attributes Description 

7 
Average 

Glucose Level 

A condition of patient which have normal or 

abnormal blood sugar ranges 

8 
Body Mass 

Index (BMI) 

A measure of body fat based on height and 

weight of patient 

9 Smoking Status A condition of smoker or no from patient 

B. Exploratory Data Analysis 

The exploratory data analysis we will describes about the 

statistical and graphical or non-graphical using categories in the 

dataset. Furthermore, EDA was used to analyze the data with 

advanced technique to gain information such us expose hidden 

structure, enhances the insight, identifies anomalies, and builds 

parsimonious model to test the underlaying assumptions [6]. In 

addition, we will provide to calculate the statistical formulation 

such as mean, standard deviation, and quartile.     

 
Fig 1. Diagram Exploratory Data Analysis 

 

C. Machine Learning Algorithms 

In this works, machine learning algorithm will be use to 

classifying the stroke disease according to dataset. The 

following will provide an describe about classification 

algorithm. 

1) Logistic Regression, 

Logistic regression is a analytical statistics method for 

describe the correlations between independet variable 

which have two type categories or more [7]. The model 

form Predicted Probabilities of Logistic Regression which 

describe using natural logarithm as follow 

𝑔(𝑥) = ln [
(𝑥)

1−(𝑥)
] = 𝛽0 + 𝛽1𝑥 (1) 

The model of logistic regression will be uses to analyze 

correlation between one variable of reponses and many 

predictor variable, with the response varieble in the form 

dichotomous qualitative data that have value 1 for describe 

existence of characteristics and value 0 for describe non-

existence of characteristics [8]. 

2) Naïve Bayes,  

Naïve bayes was used for classification data based on 

Bayes Theorem. The Bayes theorem have function to finds 
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conditional probability in each event. The Bayes form can 

be formulate as follows 

𝑃(𝐴|𝐵) =
𝑃(𝐵|𝐴)𝑃(𝐴)

𝑃(𝐵)
 (2) 

Bayesian classifier used for handling the dataset 

containing many attributes. The advantage of bayesian, the 

classification model is simple, and have rapidity of use.   

3) Random Forest,  

Random forest method is development algorithm from 

CART method there are adjust bootstraping aggregating 

method and random feature selection. In this classfier 

method, there are many decision tree hence build a forest, 

subsequently the tree will be analyze.    

4) Gradient Boost and Extreme Gradient Boost,  

Xtreme Gradient Boosting (XGBoost) is a great method 

combine boosting with gradient boosting. This method the 

first time introduced by Friedman, in his research used the 

relationship between boosting and optimization to create a 

Gradient Boosting Machine (GBM). Model built using the 

boosting method, namely by making a modelnew to predict 

the error from the previous model. 

XGBoost is a version of the Gradient Boosting Method 

(GBM) more efficient and scalable because it is able to 

complete various functions such as regression, 

classification, and ranking. XGBoost was first introduced to 

the Higgs Boson Competition, where in this competition the 

XGBoost method becomes a method most used by most 

teams. Apart from these competitions, XGBoost method is 

also a method that is widely used in competition machine 

learning organized by Kaggle in 2015. XGBoost is a tree 

ensembles algorithm consisting of several classification and 

regression trees (CART). The XGBoost algorithm performs 

10 times more optimization fast compared to 

implementations of other GBMs [9]. 

5) K-Nearest Neighbor (k-NN),  

K-Nearest Neighbor Algorithm is a method of 

classification grouping new data by distance new data to 

several data / neighbors [11]. K-NN have a framework start 

from to training data, labeling data, and testing data. To 

determine the distance between 𝑥 and 𝑦 can use Euclidean 

equation as follows 

𝑑(𝑋1, 𝑌1 ) =  ∑ |
𝑛1𝑖

𝑛1
−

𝑛2𝑖

𝑛2
|𝑙  (3) 

6) Decision Tree,  

Decision Tree is used for 

study the classification and prediction of patterns from 

data and describe the relation of the variable attribute x and 

the target variable y in the form of a tree [12]. The Decission 

Tree is a structure like flowchart where each internal node 

(node which is neither leaf nor outermost node) represents 

testing of the attribute variable, each the branch is the result 

of testing that, while the outermost node is the leaf became 

the label [13]. 

7) Support Vector Machine 

 The Support Vector Machine (SVM) was developed by 

Boser, Guyon, and Vapnik was first presented in 1992 at the 

Annual Workshop on Computational Learning Theory. The 

basic concept of SVM is a combination of computational 

theories that had existed in previous years were like margins 

hyperplane [10]. The way SVM works is to find a dividing 

field called the best hyperplane that divides the data into 2 

different classes. In its development, SVM can be expanded 

to a classification of more than two classes or multiple 

classes. Unlike ANN, SVM will determine the most 

optimum hyperplane where the hyperplane is said to be 

optimum if it is right in the middle of the two classes so it 

has the most distance far to the outer data in both classes. 

8) Stochastic Gradient Descent 

SGD method is an iterative optimization algorithm to 

find the minimum function point that can be lowered. The 

algorithm starts with a do the logging early in the process 

[14].. Error the logs were then corrected over time there is a 

loop of guesses using the rules gradient (derivative) of the 

desired function minimized. Minimum function inheritance 

is used specifically with formula as follow 

𝜔𝑖 + 1 = 𝜔𝑖 −  𝜂𝜔𝑖𝐿(𝜔𝑖) (4) 
 

IV. THE RESULTS AND DISCUSSION 

In this section we will provide results exploratory 

data analysis and machine learning algorithm for 

classification.  

A. Exploratory Data Analysis 

Based on the data sources, we have extracted the data and 

get 5110 rows and 11 columns.  

TABLE II.  LIST OF DATA SOURCES BASED ON COLUMNS AND ROWS 

SI 
List of Data 

Attributes Unique Values Missing Value 

1 Gender 3 0 

2 Age 104 0 

3 Hypertensions 2 0 

4 Ever Married 2 0 

5 Work Type 5 0 

6 Residence Type 2 0 

7 
Average 

Glucose Level 
3979 0 

8 
Body Mass 

Index (BMI) 
418 201 

9 Smoking Status 4 0 

 
In the Table II, we have provided two type values, there are 

unique values and missing values based on dataset. We get 

anomaly data in the BMI column missing value, it showed that 

sustained missing value 201 data.    
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Fig 2. Statistical Value in Mean, Standard Deviation, and Quartiles 

In the figure 2, output for numerical data EDA shows some 

simple distribution statistics that include mean, standard 

deviation, and quartiles. Some of the points that we can drive 

from the output include if there no negative values for all 

numeric data. If EDA data be found negative value, it may mean 

that we have further investigate, and we may have to clean the 

data.  

 
Fig 3. Joint Distribution Pairplot 

The last output for numeric data EDA is a pairwise joint 

distribution plot. The graphical noticed that stroke disease is 

mostly distributed their age between approximately 25 into 62 

years. In the other hand, people without hypertension have more 

risk to have a stroke, likewise people without any previous heart 

disease have more risk to have a stroke.  

B. Machine Learning Algorithm for Classification 

Of the various setting tested, we have nine model classification to 

testing using stroke disease dataset. In data processing from 5110 data, 

we use 3832 data for train, and 1278 data for test. 

TABLE III.  LIST OF CLASSIFICATION MODEL 

SI 

 List of Machine Learning Algorithm 

for Classification  

ML Algorithm 
Confusion Matrix 

TP FP FN TN 

1 Logistic Regression 1208 0 69 1 

2 Naïve Bayes 195 1013 0 70 

3 Random Forest  1208 0 70 0 

SI 

 List of Machine Learning Algorithm 

for Classification  

ML Algorithm 
Confusion Matrix 

TP FP FN TN 

4 Extrem Gradient Boost 1208 0 70 0 

5 Gradient Boost 1206 2 70 0 

6 K-Nearest Neighbor 1208 0 70 0 

7 Decision Tree 1208 0 70 0 

8 Support Vector Machine 1207 1 70 0 

9 
Stochastic Gradient 

Descent 
1208 0 69 1 

 

True Positive (TP) is predicted patient of stroke disease. 

True Negative (TN) is predicted patient have not stroke disease. 

False Positive (FP) is wrong predicted if the patient have not 

stroke disease. False Negative (FN) is wrong predicted if the 

patient have stroke disease. The Table III used for calculate 

accuracy, precision, recall, and F-1 score. 

TABLE IV.  LIST OF CLASSIFICATION MODEL 

SI 
List of Machine Learning Algorithm for Classification  

ML Algorithm Accuracy (%) 

1 Logistic Regression 94,61 

2 Naïve Bayes 20,74 

3 Random Forest  94,53 

4 Extrem Gradient Boost 94,53 

5 Gradient Boost 94,36 

6 K-Nearest Neighbor 94,53 

7 Decision Tree 94,53 

8 Support Vector Machine 94,45 

9 Stochastic Gradient Descent 94,61 

 

 
Fig 4. Accuracy of Machine Learning Algorithm 

 
In the Table IV and Figure 4 have showed if all algorithms 

performed very similar but we will divide into two category, the 

highest accuracy with logistic regression and stochastic 
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gradient descent about 94,61%. In the other condition, the 

lowest accuracy with Naïve Bayes about 20,74%.  

V. CONCLUSSION 

In this paper, a sufficiently medium dataset of stroke 

attacked patients has been classified accurately based on 

exploratory data analysis and machine learning algorithm for 

classification. EDA can show the best result using statistical 

and graphical data analysis, we get anomaly data in BMI with 

missing 201 data. But in the other hand, the missing condition 

not significant to affecting the dataset. Overall, the EDA can 

show if the age patient of stroke disease between 25 until 62 

years. Furthermore, people haven’t hypertension and heart 

disease, potentially can attacked by stroke disease. The 

algorithm of machine learning for classification showed if the 

logistic regression and stochastic gradient descent give highest 

accuracy about 94,61%.  Almost all model can reach more than 

90%, but Naïve Bayes only has accuracy about 20,74%. For the 

future works, we need to gaining more information why the 

Naïve Bayes can’t get the highest accuracy, because the Naïve 

Bayes have anomaly condition, maybe in the dataset can’t 

support the model or vice versa.  
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